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Using nonequilibrium Green’s functions (NEGFs), we calculate the current through an interacting region
connected to noninteracting leads. The problem is reformulated in such a way that a Landauer-like term
appears in the current as well as extra terms corresponding to nonequilibrium many-body effects. The inter-
action in the central region renormalizes not only the Green’s functions but also the coupling at the contacts
between the central region and the leads, allowing the total current to be further expressed as a generalized
Landauer-like current formula. The general expression for the dynamical functional that renormalizes the
contacts is provided. We analyze in detail under what circumstances Landauer-like approaches to the current,
i.e., without contact renormalization, are valid for interacting electron-electron and/or electron-phonon sys-
tems. Numerical NEGF calculations are then performed for a model electron-phonon coupled system in order
to validate our analytical approach. We show that the conductance for the off-resonant transport regime is
adequately described by Landauer-like approach in the small-bias limit while for the resonant regime, the
Landauer-like approach results depart from the exact results even at small finite bias. The validity of applying

a Landauer-like approach to inelastic electron-tunneling spectroscopy is also studied in detail.
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I. INTRODUCTION

Electronic transport through nanoscale systems exhibits
many important new features in comparison with conduction
through macroscopic systems. In particular, local interac-
tions, such as Coulomb interactions between the electrons
and scattering from localized atomic vibrations, become
critically important. In crude terms, these effects are more
important in nanoscale systems as the electronic probability
density is concentrated in a small region of space; normal
screening mechanisms are thus ineffective.

It is most useful to have a simple expression for the elec-
tronic current or for the conductance of a nanoscale object
connected to terminals. This is provided in the form an ap-
pealing intuitive physical picture by the Landauer formula,!
which describes the current in terms of the transmission co-
efficients of the central scattering region and of distribution
functions of the electrons in the terminals. However, in its
original form the Landauer formula deals only with nonin-
teracting electrons. This formalism has been used in conjunc-
tion with density-functional theory (DFT) calculations for
realistic nanoscale systems>'2 and has helped tremendously
for the qualitative understanding of the transport properties
of such realistic systems. The apparent success of such ap-
proaches relies on the fact that DFT maps the many-electron
interacting system onto an effective noninteracting single-
particle Kohn-Sham Hamiltonian suited for the Landauer
formalism for transport. However when such a mapping be-
comes questionable for strongly interacting electron systems,
the original Landauer approach has been found to be incom-
plete and unable to properly take into account the many-body
effects.!314

The Landauer formula has been built upon by Meir and
Wingreen'? to extend this formalism to a central scattering
region containing interacting between particles. It is then ex-
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pressed in terms of nonequilibrium Green’s functions and
self-energies and in the most general cases it does not bear
any formal resemblance with the original Landauer formula
for the current.!>!> Other generalization of Landauer-like
(LL) approaches to include interactions and inelastic scatter-
ing have been developed, see, for example, Refs. 14 and
16-18.

It is therefore important to know the domain of validity of
Landauer-like approaches in comparison to exact current cal-
culations based on nonequilibrium Green’s functions for
treating electron transport through an interacting region con-
nected to leads at different thermodynamical equilibria. This
is the question we address in this paper by following a two-
step approach.

First we reformulate Meir and Wingreen’s work to once
more express the current as the sum of a Landauer-like ex-
pression involving a transmission coefficient, plus a non-
Landauer-like term arising from the nonequilibrium many-
body effects. We further develop our theoretical framework
to show that the interaction between particles in the central
region not only renormalizes the nonequilibrium Green’s
functions but also the coupling at the contacts between the
central region and the leads. We hence obtain a generalized
Landauer-like formula for the current in the same spirit as in
Refs. 16, 17, 19, and 20. However, our result for the dynami-
cal functional that renormalizes the coupling at the contacts
is more general than the ansatz used in previous studies
(Refs. 16, 17, and 19-21). Our result does not imply any
constraints on the statistics of the nonequilibrium interacting
central region.

Second, we apply our theoretical framework to study a
model system in the presence of electron-phonon (electron-
vibron) interactions, connected to two noninteracting elec-
tron leads at nonequilibrium. We analyze in detail the valid-
ity of Landauer-like approaches to describe the conductance
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and the inelastic electron-tunneling spectroscopy (IETS) of
such a nonequilibrium many-body interacting system.

The paper is organized into two main sections. In Sec. II,
we develop our formalism to derive our generalized expres-
sion for the current. The implications of this are discussed in
Sec. IT C. We then apply this formalism to the model system
in Sec. III and show the results of numerical calculations.

II. FORMALISM

A. Model system

Following Meir and Wingreen,'* we consider a scattering

central region (a quantum dot, a molecule, or a nanowire
including interaction between particles) which is connected
to two (left L and right R) leads. These leads are described by
two noninteracting Fermi seas at their own equilibrium, char-
acterized by two Fermi distributions f;(w) and fr(w).

The Hamiltonian of the system is given by

H= 2 e,iléo+Ho(d}d,}:a}{a))
a=L,R

+ > (Veuéld,+He), (1)

n,a=L,R

where the summation indices a run over the left and right
leads (L, R respectively) and depending on the choice of rep-
resentation over momentum k or lattice site i index, with
¢i(é,) creating (annihilating) a noninteracting electron, and

{cAljl}{cAin} represent a complete, orthonormal set of states for
the interacting electrons in the central region, and {&;{};{dx}
represent a set of bosonic degrees of freedom to which the
electrons are coupled in the central region. These can be
more or less extended phonons in a quantum dot or nano-
wire, or molecular vibrations (vibrons) in molecules.

There are two main approximations in the Meir and Win-
green approach to transport. The first is to consider that the
interactions are localized within the central region. This
leads to specific properties for the self-energies used to cal-
culate the nonequilibrium many-body Green’s functions
within the basis states of the central region only. The self-
energies are then obtained as the sum of three contributions:
two similar contributions arising from the electronic cou-
pling of the central region to the left and right leads and the
third arising from the interaction between particles in the
central region.

The second approximation is to consider that the initial
correlations die out in the long-time limit, and hence a
steady-state regime can be reached. It should be noted that a
generalization going beyond the steady-state regime has re-
cently been given in Ref. 22.

B. Nonequilibrium Green’s functions and Landauer-like
formula for the current

In the steady state, the current /; flowing at the left con-
tact between the left lead and the central region is expressed
in terms of three nonequilibrium Green’s functions (the re-
tarded G”, advanced G¢, and lesser G~ Green’s functions) of
the dressed interacting central region.!
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Using the identity G"—G<=G"—G“ and the definition
of the leads’ self-energies 3 (w)=if;(w)';(w) and 2] (w)
=—i[1-f,(w)]'(w), for which we recall that f;(w) is the
Fermi distribution of the noninteracting left lead and I'; is
obtained from the imaginary part of the retarded (advanced)
self-energy 22(”) arising from the coupling of the central re-
gion to the left lead, i.e., [';(w)=F ijEZ/“(w), the current
I, is given by?336

=2 [ 2o o ) - 0
+ T, ()G ()], 2)

where the trace runs over indexes n,m appropriately chosen
to represent the electronic states of the central region.

A similar expression can be obtained for the current
I flowing at the right contact between the right lead and
the central region by exchanging the subscript L+ R in Eq.
(2). For a current-conserving system, one then has I, =—1I.
The famous result of Meir and Wingreen, [Eq. (6) in Ref.
13], is then obtained by evaluating the symmetrized current,
I=(I,—1g)/2, to give

1= %f do Tr{{f(0)[' - frlo)][G'(0) - GY(w)]
+[T(@) = T(0)IG™(w)}. A3)

Now, we can define more explicitly the specific property of
the self-energies, namely additivity: 3*(w)=3](w)+2x(w)
+27 (w) where x is any component x=r,a,>,<, and the
self-energies are defined within the central region by %7 (w)
for the coupling of the central region to the lead «, and by
21,(w) for the interaction between electrons or between elec-
trons and phonons/vibrons. As mentioned in the previous
section, the many-body interaction self-energy can be added
to the leads’ self-energies only because the interactions are
localized in the central region. Throughout the paper, we will
also use a more compact notation for the leads’ self-energy,
e, S, =31 438

Using the additivity property of the self-energy, and the
fact that G~(w)=G"(0)2<(w)G*w) in the steady-state re-
gime, the symmetrized current / can be re-expressed as fol-
lows:

d
p —2“’(<fL—fR>Tr[FLG’FRGa]
™

+ Tr[ (filr _fRFR)Gr—l(EimZ_ Zin Ga:|

+ Tr[ e FR)G’%G“] ) : 4)

Introducing the nonequilibrium distribution function ma-
trix for the interaction fhr defined from the interaction self-
energies as 3 =—fAr(S] —3¢ ) (see Appendix A), one can
rewrite the symmetrized current / as follows:
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2e
I=—

d
. ﬁ((fL—f@Tr[rLG’FRG”]

+ Tf{ [(fr— )L = (fr = fint )T k]

X Gf—i(zi“‘z_ i G}) (5)

The first term in Egs. (4) and (5) looks like a LL expression
for the current,

paZ f 4eLF() — ful T )

d
ok 2_w(fL—fR)Tr[FLG’FRG“] (6)
a

with an effective transmission
Tei(€) = Tt ,G'TrG“)(e) = Trli (e)1(e)], (7)

which can be interpreted with the intuitive physical picture,
as in the original Landauer formulation of electronic trans-
port, in terms of transmission coefficients #(g) and propaga-
tion eigenchannels as defined in Refs. 37 and 38.

The second term in Eq. (5) corresponds to nonequilibrium
corrections due to the interaction. It is expressed in terms of
357 and of the different distribution functions. This term,
not automatically small, cannot be recast in the form of extra
transmission coefficients as in Refs. 37 and 38, and already
indicates in a way the breakdown of the original Landauer
formula for the current in the presence of interaction.'

One should note also that even if I looks like a Land-
auer formula for the current with an effective transmission
T.¢(€), the interaction between particles is already taken into
account in an exact calculation of the Green’s functions. In
this sense, I is not a conventional Landauer current for-
mula for single-particle elastic scattering. The renormaliza-
tion of the noninteracting reference system is included in the
retarded and advanced Green’s functions via the correspond-
ing self-energies: G"“(w)=[g;"(w)™ ' =2 {p(w) =214 (w)] ™"
Depending on the way the interactions are treated, the renor-
malization of the Green’s functions may even go beyond the
quasiparticle description of the interacting system. In any
case, the important point is that 7 already contains part of
the electron-electron and/or electron-phonon inelastic-
scattering processes.

To complete our theoretical framework, we can make a
further formal manipulation of the equations for the exact
current, as given, for example, by Eq. (5), and end up with a
more compact expression for the current which expresses a
clear physical result: the interaction renormalizes not only
the Green’s functions (G”“) but also the coupling at the con-
tacts.

To show this, it is more convenient to consider for the
moment the current at only one contact (I, for example),
though one should not forget that in the steady state the
current conservation implies /; =—Ir=1. The compact expres-
sion we find for /; is the following:

PHYSICAL REVIEW B 82, 085426 (2010)

do

L= | o) - fl@ITH0GY 6T (8)

h) 2

with the coupling to the right contact Y being renormalized
as

Yg(w) =Tr(w)Alw) )

and

filw) = finr (o)
Alw) = r LA Jint A
(@IS K fL(w)—fR(w)

where we recall that f);(w) is the nonequilibrium statistical
distribution for the many-body interactions as defined in Ap-
pendix A.

Equations (5) and (8)—(10) [see also Eq. (B3) in Appendix
B] represent the principal formal results of this paper. They
imply that for an interacting central region, one can always
express the current in a generalized Landauer-like formula in
which not only the retarded and advanced Green’s functions
are renormalized by the interaction but also the coupling at
the contacts, as similarly found in Refs. 16, 17, and 19-21.
This generalized formula needs to be contrasted with the
more conventional Landauer-like formula (6) in which the
contacts of the central region with the leads are not renor-
malized by the interaction.

Our expressions (8)—(10) are valid for any kind of inter-
action localized in the central region and generalize the re-
sults of the previous studies (Refs. 16, 17, and 19-21) be-
cause they do not imply any restrictions to the
nonequilibrium statistics of the many-body interacting cen-
tral region as we explain in detail in Appendix B.

Finally, one recovers the more conventional Landauer-like
formula (with no correction factors or equivalently with no
renormalization of the contact couplings) when the quantity
[3,(0) =25 (w)] vanishes, as can be clearly seen from Eqs.
(5) and (8)—(10). In the next section, we discuss in detail the
conditions for which this can happen. Note that the condition
[3(w)-35(w)]=0 does not necessarily imply that
34" (w)=0 as well. Hence, even when the transport is well
described by a Landauer-like formula {[3 (w)-3; ()]
=0}, normalization effects still occur and the transport is
dominated by single-quasiparticle scattering.

i(E;t—Eiit)(w), (10)

C. Discussion
Clearly whenever (3,
ization at the contact, and the current is simply given by
This may happen in two cases: either 3~ =0 for all @ or
only within finite range(s) of w. In the latter case, the rel-
evant range of w for which (2, —3:)=0 should be included
within the bias window defined by the two Fermi levels wu;
and up at nonequilibrium.

In order to understand how and why the quantity >
—3., can vanish for an interacting system, let us first come
back to the definition of the lesser and greater self-energies.
These are specific components (projections onto the real time
axis) of the more general self-energy 2, (7,7') with times
7,7 defined on the Keldysh time-loop contour.>>3°-*! Within

the Keldysh approach, the lesser < (greater >) components

-3 )(w)=0, there is no renormal-
I,

>
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of 3;,(7,7") imply that the times 7/7' are located on the
forward/backward (backward/forward, respectively) time-
ordered branch. 3= (w) is simply the Fourier transform
of 2.7(t,¢') in the limit of the steady-state regime where
any quantity depends only on the time difference X(z,")
=X(t-1").

First let us examine the first case: why would a self-
energy have no lesser or greater components? For the
so-called irregular self-energies,*” we have the condition
(T, T’)=i(7’) 8(7—17'). The self-energies for the interaction
are instantaneous (local) in time. Hence they cannot have
lesser or greater components since the times have to be on
the same time-loop branch. This condition of locality in time
corresponds to two classes of physical effects. First when the
self-energies describe one-particle potentials due to electron-
electron or electron-phonon interaction, in other words it cor-
responds to the Hartree-Fock approximation for electron-
electron interaction and to only the Hartree-type appro-
ximation for electron-phonon interaction and second when
the self-energies correspond to the so-called initial correla-
tions which contain all contributions singular in time (see,
for example, Refs. 43 and 44).

There is also another class of problems for which there
are no lesser or greater components of the self-energy. It is
when the exchange and correlation effects for interacting
electron systems are represented by an effective potential
Uy(r,1)=8A, [n]/ on(r,t) being obtained from an exchange-
correlation action functional A, [n] of the electron density
n(r,t). To this potential will correspond an effective self-
energy that is local in both space and, more importantly, in
time;* hence with no lesser and greater components for a
generalization onto the Keldysh contour.

In effect, any method which maps an interacting electron/
phonon system onto an effective one-particle (quasiparticle)
scheme as, for example, in density-functional-based tech-
nique (DFT, TDDFT) or other mean-field approaches, will
end up with no lesser and greater components for the corre-
sponding self-energy describing the interaction. Hence a
Landauer-like approach to the transport is entirely appropri-
ate for such methods.>? However, the mapping onto a one-
particle scheme may not describe well strongly correlated
electronic systems, A, [n] being amenable to approximation,
or is simply not possible in the general case of electron-
phonon interaction.

Now, let us turn to the second case: the interaction spec-
tral density Im2! =i(2;,—=.,)/2 vanishes for one or more
(connected) ranges of w values. If this gap in Jm3[ is en-
closed within the bias window then again, the current 7 will
be determined only by the Landauer-like term 7L,

As will be shown in detail below from numerical calcu-
lations for a model system, such a gap in Jm3.[ , may exist in
special cases of electron-phonon interaction. The gap in
JImZ, is then usually located around the Fermi level at equi-
librium, and around the Fermi levels for the nonequilibrium
cases at low applied bias only. These cases correspond to the
regime studied by Imry et al.'® who derived a Landauer-like
inelastic transmission for interacting electron-phonon sys-
tems and argued that the Landauer picture is still valid in the
presence of interaction as long as multiparticle processes can
be neglected.
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For electron-electron interactions, the situation is some-
what different. Even if collective excitations such as plas-
mons present some qualitative bosonic analogy to phonons
(there is a peak in the self-energy around the plasmon
energy—as for the e-ph self-energy—and no much interac-
tion spectral density elsewhere), there is always however a
nonzero contribution to the self-energy coming from the con-
tinuum of electron-hole excitations.

The main difference from the electron-phonon interaction
is that the phonon frequency , imposes a restricted energy
scale on the interaction while for electron-electron interac-
tion all energy scales are available, making the correspond-
ing interaction self-energy not vanishing, except in an infi-
nitely small energy window around the Fermi energy at
equilibrium. So, in principle, Landauer-like approaches for
interacting electron systems are not valid for interactions
treated beyond the mean-field/density-functional-based
approximations.'#

Finally, one should note that the second term in Eq. (5) for
the current or the second term in the renormalization func-
tion A(w) in Eq. (10) involves the quantity (3 —3 ) which
is, in a series expansion of the interaction, proportional to the
powers of the coupling constant(s) characterizing the inter-
action. In the limit of weak interactions, these terms repre-
sent small corrections to the Landauer-like current expres-
sion, and also give small contributions in the renormalization
of both the Green’s functions and the coupling at the con-
tacts. Hence in the limit of weak interactions, conventional
Landauer-like approaches could be confidently used and cor-
rected by using perturbation theory for the interaction.*-48

Now we turn to present numerical calculations for a
model system including electron-phonon interactions to il-
lustrate our previous analysis. We compare results obtained
from the exact current expression (5) and (8) with the current
derived from the Landauer-like formula (6), and by using
different levels of approximations for the Green’s functions.

III. APPLICATION FOR INTERACTING ELECTRON-
PHONON MODEL SYSTEMS

In this section, we study in detail the validity of Landauer-
like approaches for an interacting model system connected to
two noninteracting electron reservoirs at nonequilibrium. We
concentrate on a model of electron-phonon interaction with
the simplest version of the Hamiltonian [Eq. (1)] for the
central part: a single electron level coupled to a single vibra-
tion mode—the single-site single-mode (SSSM) model,*
which has also been considered in previous studies.?>-3*36
We also briefly describe below how to calculate the NEGF
from this model Hamiltonian; the full theoretical details can
be found elsewhere.*’

We then apply our NEGF technique to the calculations of
the transport properties of the junction around equilibrium
and out of equilibrium, and thus for different transport re-
gimes. We analyze in detail if and when Landauer-like ap-
proaches can provide a good description of the transport
properties in comparison to an exact calculation.

A. Model Hamiltonian for electron-phonon coupling

The Hamiltonian for the central region for the SSSM
model is then given by
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He=god'd+hwya'a+ yo(a' +a)d'd, (11)

where one electronic level g, and one vibration mode of
energy w, are coupled together via the coupling constant 7y,.

Furthermore we choose a simple model for the structure
of the leads, which provides analytical results for the corre-
sponding surface Green’s functions but, in principle, there is
no particular restriction to be applied to the model or dimen-
sionality of the leads. So in the following, the left L and right
R leads are described by two noninteracting one-dimensional
semi-infinite tight-binding chains,

HLZ 2 SLC;!-Ci-'-BL(C;“—Ci—l +C.C.),

i=—1

o0

HR= E 8chcl'+ ﬂR(C:‘fci—l +C.C.). (12)

i=+1

This model provides us with analytical expressions for the
matrix elements of the leads’ Green’s functions at the termi-
nal sites,

gho(w) =™, (13)

with w=g,+28,, cos k,(w), giving rise to semielliptic den-
sity of states of the terminal lead sites connected to the cen-
tral region.

The expression for the coupling of the central region to
the L and R leads is then given by

Vic+Ver= 2 toalchd +d'e,) (14)

a=L,R
with hopping integrals ¢y, and ¢ _;=Cj—_{, Cazp=Cizy1-

B. Nonequilibrium Green’s functions for electron-phonon
coupled system

We use a NEGF technique to calculate the properties of
the system in a similar manner to previous studies.?3-3436
The details of our NEGF calculations are described in detail
in Ref. 49 but we briefly summarize our application of them
here.

The Green’s functions are calculated via Dyson-type
equations for the retarded and advanced Green’s functions
G"(w),

G () = g¢'(w) + g2 (@)X (0) G (w), (15)

where g is the noninteracting Green’s function for the iso-
lated central region.

For the greater G~ (w) and lesser G=(w) Green’s func-
tions, we use a quantum kinetic equation of the form

G =(1+G2)gc~(1+32G)+G'=7=G". (16)

Here 2>*(w),(x=r,a,>,<) is a total self-energy consisting
of a sum of the self-energies from the constituent parts of the
system,

2 w) =2 () + 2p(w) + 25 (o). (17)

The leads’ self-energies 27, (w)=27(w)+25(w) arising
from the noninteracting leads a=L,R are given by
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37 (@) = 15,804(0) = [Z4(0)],
S5 (w) == 2i0m[3 () [f @),

S (w) == 2iIm[3 (@) |[fo(w) - 1], (18)

where g, is given by Eq. (13) and f, is the Fermi-Dirac
distribution for lead «, with Fermi level u,=u®+ 7,V and
temperature 7,. At equilibrium, the whole system has a
single and well-defined Fermi level u®d. Out of equilibrium,
a finite bias is applied throughout the junctions. Within our
model Hamiltonian, the fraction of electrostatic potential
drop at the left contact is 7, = = 7, and 7z= * (1—17,) at the
right contact,’! hence u; —ug=eV is indeed the applied bias,
and 7y [0,1].

The self-energy for the interaction in the central region,
3..(w), is obtained from a nonequilibrium many-body per-
turbation expansion*® of the electron-phonon coupling term
in the Hamiltonian, Eq. (11). As for a conventional many-
body perturbation expansion, the self-energy is associated
with a series of Feynman diagrams for the interaction. In the
current work, we consider only the lowest-order diagrams,
i.e., the Born approximation (BA) or equivalently the
Hartree-Fock approximation.??-2426:28-34.36.52.33 The exact ex-
pressions for X} ,(x=r,a,>,<) at the Hartree-Fock level
and beyond are given in Ref. 49 and we do not reproduce
them here.

C. Numerical results

We divide the calculations into two different types of
transport regimes. The first of these is when either g, << u®
or gy> u®4, known as the off-resonant regime. It corresponds
to a poorly conducting junction (i.e., semiconductor-like or
insulator-like behavior) dominated by strong tunneling at
low bias. The second transport regime is when gy~ u® and
known as the resonant transport regime. This regime corre-
sponds to a good, metallic-like, conducting junction.

We will see below that depending on the nature of the
transport regime, the Landauer-like approaches may be suf-
ficient, under certain conditions, to describe the conductance
G(V)=dl/dV or the IETS properties of the junctions.

1. Self-energy quantity (3, ~3)

int

As discussed in Sec. II C, the quantity (3, -3 plays
the key role in determining whether or not the Landauer-like
approaches are valid. This quantity is plotted in Fig. 1 for the
off-resonant transport regime and for intermediate electron-
phonon coupling strength. Calculations were performed self-
consistently using the lowest-order electron-phonon dia-
grams, i.e., within the conventional self-consistent BA
(SCBA).* By definition X -3, =3/ -3¢ is a purely
imaginary function for conserving approximations.>*7 It
presents features (peaks) corresponding to the excitations of
the system. The features obtained for nonequilibrium condi-
tions, especially when real excitations can be created in the
system (applied bias V= w,), are strongly different than the
features obtained for equilibrium (no applied bias V=0).
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-Im (£-X)

FIG. 1. (Color online) The (2~ )(w) quantity for the SSSM
model within NEGF-SCBA for off-resonant transport regime and
intermediate electron-phonon coupling strength 7,/ wy=0.65. The
curves are obtained for different applied bias eV=u;— ug, and are
offset vertically for clarity. The applied bias is also shown and given
by the chemical potentials of the left w; (left-pointing arrows)
and right up (right-pointing arrows) leads, respectively. The other
parameters are gy=+0.5, wy=0.4, %,=0.26, 1, z=02, T
=0.011, %=0.025, 7y=1. At zero and low bias (here V=<0.25),
the interaction self-energies difference (E;[—EEL) is zero within the
bias window, and hence the current is given by a Landauer-like

formula.

At zero and low bias (V=0.6w, for the set of parameters
used in Fig. 1), the difference between the interaction self-
energies (2, —2: ) is virtually zero within the bias window
[ g sz ] This means that the current in Eq. (5) is effectively
given only by the first term I'", and hence Landauer-like
approaches are sufficient to describe the transport properties

of the system for such biases.
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2. Conductance and inelastic electron-tunneling spectroscopy

In order to analyze in detail the different contributions to
the conductance and the conditions for which the Landauer-
like approaches can be valid, we have performed calculations
for the current within different levels of approximation. In
the following, we consider four different kinds of approxi-
mation: first, in the absence of interaction, the current is ob-
tained from the noninteracting Green’s functions Ggj“(w)
=[g6“(w) =27 (»)]" and corresponds to the original Lan-
dauer formulation I"[G,] calculated with Eq. (6).

Second, the Landauer current /“[G] can be corrected to
include the interaction effects at the lowest order of the cou-
pling parameters, as in perturbation theory extended to non-
equilibrium conditions. This is done by calculating the cur-
rent in Eq. (4) using only the noninteracting Green’s
functions G;“ in the first term of Eq. (4) and in the evalua-
tion of the interaction self-energies E;f[GO]; we denote this
current by Iperturb= ILL[GO] +AI[%,(Gy)]-

Then the last two kinds of approximations include full
renormalization effects in the Green’s functions. The first of
these corresponds to a nonself-consistent BA calculation us-
ing the self-energies 3;,[Gy] to renormalize the Green’s
functions as follows: Gj4(w)={G;*(w)™' =34 Gy(w)]}".
These Green’s functions are then used to calculate the
current I[Ggal=I""[Gpal+AI[3;,(Go)]. Finally, the last
approximation, correspond to a fully self-consistent renor-
malization SCBA calculation performed as described in Ref.
49, from which we obtain the exact current [[Ggcpal
=I"{Gscpal + A2 (Gscpa) -

The dynamical conductance G(V) is obtained as usual
from the first derivative of the current versus the applied bias
G(V)=dl/dV. Typical examples for both the off-resonant and
resonant transport regimes are shown in Fig. 2 where we
compare the conductance obtained from the exact current
with the Landauer-like current /X(V) using full SCBA cal-
culations.
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FIG. 2. (Color online) Dynamical conductance dI/dV from the exact expression for the current /(V) and the corresponding Landauer-like
current /*(V). Green’s functions calculations are performed self-consistently for the electron-vibron coupling within the Born approximation
and for intermediate coupling 7,/ wy=0.65. In the off-resonant case (left panel, gy=+0.5), there is a good agreement between the two

. . . . > <
conductances for the linear regime and for low biases, i.e., when (2, —2;

(@) ~0 as shown on Fig. 1. Hence Landauer-like approaches are

valid in the low-bias regime for off-resonant transport. For larger biases (V>>0.5), dI**/dV gives unphysical negative conductance values.
In the quasiresonant case (right panel, £,=+0.2), only the linear conductance is well reproduced by /. Large deviations of dI**/dV from
the exact result occur at small applied bias. Hence the Landauer-like formula for nonequilibrium current is not valid for the quasiresonant
case. The other parameters for the calculations are the same as used in Fig. 1: wy=0.4, 9,=0.26, o, g=0.2, ny=1. The insets show the
ratio of the conductances calculated with the exact and the corresponding Landauer-like current.
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For the off-resonant transport regime [Fig. 2(a)], which is
dominated by strong tunneling at low biases, there is a good
agreement between the exact conductance and the Landauer-
like conductance for both the linear regime and the nonlinear
regime at low biases, i.e., when (2, — 2 )(w) ~0 (as shown
on Fig. 1). Hence in this case, Landauer-like approaches are
valid to describe the tunneling transport properties in the
low-bias regime for off-resonant transport. However, strong
discrepancies between the two conductances occur for biases
around the first renormalized electronic resonance V~0.3,
even before real excitations of the phonon mode are avail-
able. For even larger biases, (V=0.5), dI*"/dV gives un-
physical negative conductance values.

For the quasiresonant transport regime [Fig. 2(b)], where
the renormalized electronic resonance €;— )/20/ wy~ 0 is close
to the Fermi level at equilibrium, only the linear conductance
is well reproduced by 7. This is essentially due to the fact
that within conservation approximations for the self-
energies, the linear conductance is not renormalized by the
interaction,’®> as we have also shown in detail in the appen-
dix of Ref. 49. However large deviations of the Landauer
conductance from the exact result occur quickly at small ap-
plied bias. Hence Landauer-like approaches for nonequilib-
rium current are not valid for the quasiresonant case, and
probably not as well for the resonant case.

We now turn to the IETS which gives information about
the selective excitation of the system. The IETS is usually
obtained from the second derivative of the current with re-
spect to the applied bias @?I/dV?. The IETS curves present
features, peaks or dips,? at biases corresponding to the en-
ergy of a specific excitation, in our case to the energy of one
or several excitations of the vibration mode nw. Being the
derivative of the conductance, the IETS curves also present
features at biases corresponding to peaks in the conductance
(see, for example, Fig. 2).

We have found that in order to get a better aspect ratio
for the IETS features corresponding to phonon excitations,
it is more convenient to normalize the IETS curves
by the dynamical conductance, i.e., [d*I/dV?*]/[dl/dV]
=d/dV In G(V). Typical examples for both the off-resonant
and resonant transport regimes are shown in Figs. 3 and 4,
respectively.

We compare the IETS signals obtained from the four ap-
proximations used to calculate the current: I}, qauer fOr the
Landauer current of the noninteracting system, /ey, for
the Landauer current corrected by first-order perturbation
theory for the electron-phonon coupling, and full renormal-
ization within a nonself-consistent and self-consistent
scheme I[Ggy] and I[Ggcpal from which the corresponding
Landauer-like contribution can be extracted.

We first comment on the results obtained for the off-
resonant case, Fig. 3. As expected, the original Landauer
approach does not provide any feature at the bias V=w,
since there is no interaction. The IETS signal obtained from
the fully self-consistent calculations shows however two fea-
tures (peaks in the case of strong tunneling regime at low
bias>?) at biases V=w, and V=2w,. They correspond to
inelastic processes involving the excitation of one and two
vibration modes, respectively.

The rising background of the curves for bias V=1.2 cor-
responds to the feature associated with the main resonance in
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FIG. 3. (Color online) IETS signal d@’I/dV?, normalized by dy-
namical conductance G(V)=dlI/dV, obtained from the exact expres-
sion for the current /(V) and the corresponding Landauer-like term
I"(V). Calculations are performed for the off-resonant transport
regime and the strong-coupling limit yy/ wy=0.875 using different
level of approximations for the Green’s functions, as explained in
the legend (see main text for detail). The inelastic vibron excitations
are present in the IETS derived from the exact /(V) and are located
at integer multiples of the vibron energy w,. They give a positive
contribution to the baseline, as expected for opaque junctions
(insulator/semiconductor-like  behavior). However, this signal
is absent in the IETS derived from the Landauer-like term 7“M(V).
This implies that even with normalized Green’s functions the Lan-
dauer approaches are not able to correctly reproduce the inelastic
features in IETS for the off-resonant regime. The parameters for the
calculations are gy=+1.5, wy=0.4, %,=0.35, 1o, x=0.11, T ¢
=0.011, =0.02, ny=1.

the conductance (see the corresponding main central peak in
the conductance curves in Fig. 2). The IETS curve rises at
lower bias for the exact calculation compared to the calcula-
tions for the noninteracting system, simply because the exact
calculations include a full renormalization of the electronic
level gp. Such a renormalized level is then shifted toward
lower energy by the full dynamical polaron shift.*:60

It is interesting to note that the first-order perturbation
correction to the Landauer current, given by the second term
in Eq. (5) when evaluated from G, only, provides not only a
qualitatively good feature in the IETS signal at V=w, but
also a partial renormalization of the electron resonance. That
is, the background of the curve rises faster than for the non-
interacting case, and this corresponds to a shift of the elec-
tron resonance toward lower energy by a partial polaron
shift.

Calculations performed nonself-consistently provide a
partial renormalization of the electron resonance, however
this is closer to the exact result than that obtained from per-
turbation theory. Additionally, the corresponding IETS signal
also shows only a feature at V=wj as for perturbation theory
but its general aspect is again closer to the exact result.

Another important result of our calculations is that the
IETS signal calculated from only the Landauer-like term in
the current I[Gga] and I[Ggcpa] does not contain any fea-
tures at V=w, or V=2w,, as shown in Fig. 3. Although the
IETS has the correct rising background and shows the cor-
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FIG. 4. (Color online) IETS signal d?I/dV?, normalized by
G(V), obtained from the exact current /(V) and from the corre-
sponding Landauer-like /*(V) term. Calculations are for the reso-
nant transport regime, intermediate electron-vibron coupling
Yo/ wy=0.65 and strong coupling to the leads. The different ap-
proximations used to calculate the Green’s functions are shown
in the legend (see main text for detail). The inelastic vibron ex-
citation is present in the IETS signal derived from the exact I(V)
and is located around the vibron energy w,. It corresponds to
a negative contribution to the baseline, as expected for mostly
transparent junctions (metallic-like behavior). Interestingly, this
feature is also present in the IETS derived from I;; (V) in contrast
to what is obtained for the off-resonant case. Hence, for resonant
transport, it seems that Landauer-like approach can reproduce
the inelastic IETS features at V=w,. The parameters for the
calculations are gp=0, wy=0.3, ¥,=0.195, to z=1.50, T
=0.011, ©=0.025, 7ny=1.

rect corresponding renormalization of the electronic level, it
fails to correctly reproduce the features associated with in-
elastic processes. Hence in the off-resonant transport regime
the renormalization (self-consistent or not) of the Green’s
functions G™“, from which the Landauer-like current is ob-
tained, does not contain the appropriate physical information
to correctly describe the corresponding IETS signal. How-
ever, as we have seen above, it is good enough to describe
the overall behavior of the conductance at low biases.

Now we turn to the resonant transport regime, and check
if the trends obtained for the off-resonant regime hold here as
well. It should be noted that in the following calculations, we
have considered the resonant transport regime in the case of
strong coupling of the central region to the leads, fy g
~ B r- We are then dealing with an almost homogeneous
one-dimensional system with metallic-like behavior at equi-
librium in which the propagating electrons are coupled lo-
cally to a single localized vibration mode. We have chosen
this somewhat peculiar regime so that the features in the
IETS signal associated with the inelastic processes are not
“distorted” by the features associated with resonantlike trans-
port. In other words, the background of the IETS signal
around the excitation energies is fairly flat.

The corresponding IETS curves are shown in Fig. 4 for
the different kinds of approximation used to calculate
the current. As expected, the IETS signal calculated for the
noninteracting system does not show any feature at V=,

PHYSICAL REVIEW B 82, 085426 (2010)
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FIG. 5. (Color online) IETS signal d*I/dV?, normalized by
G(V), obtained from the exact current expression /(V) and from
the corresponding Landauer-like /M(V) term. The Green’s function
calculations are performed self-consistently for the resonant case
and stronger coupling (yy/ wy=0.875) than in Fig. 4. Unexpectedly,
even for such a strong coupling, there is no feature in the IETS
signal at V=2w, obtained from the exact current. The Landauer-
like current provides a small feature at V=2w, with how-
ever a spurious positive contribution to the baseline. The
other parameters are g9=0, wy=0.4, ¥,=0.35, 1o, xg=1.40, T ¢
=0.015, 7=0.017, ny=1.

while the IETS signal obtained from fully self-consistent cal-
culations show a dip at V=w,. Such a negative contribution
to the baseline is to be expected in the case of good
conductors>*? for which electron-phonon coupling is asso-
ciated with electron backscattering. The results obtained
from nonself-consistent renormalization are very similar to
the exact results. Interestingly, the result obtained from per-
turbation theory gives a feature in the IETS signal at the right
bias but however with the wrong sign.

It appears that in all the cases we have studied, first-order
perturbation theory always gives a positive contribution (i.e.,
a peak) to the IETS which is generally incorrect. Indeed it
has been shown that the inelastic features of the IETS can be
both peaks or dips?*>>3%6! depending on the nature of the
conductor and essentially on all the parameters describing
the system.3¢

The most interesting result shown in Fig. 4 is that the
IETS signal obtained from only the Landauer-like term in the
current I[Gg] and I[ Ggcpa] shows the appropriate feature at
V=w,. Hence for the resonant transport regime with strong
coupling to the leads, the renormalization of the Green’s
functions from which the Landauer-like current is derived is
good enough to describe the IETS signature of the inelastic
process at the lowest excitation energy.

Finally, we want to comment on the features in the IETS
observed at V=2w,, which should correspond to the excita-
tion of two vibron modes by the injected nonequilibrium
charge carriers. Such a feature is observed in the rising back-
ground of the IETS in the strong tunneling regime (off-
resonant transport regime) (Fig. 3); however this feature is
clearly absent in the resonant transport case. Even in the case
of strong electron-vibron coupling, shown in Fig. 5, there is
basically no feature at V=2w, in the IETS signal derived
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from the exact expression of the current, although there is a
small feature in the IETS signal derived from the Landauer-
like current expression. The absence of such a feature at V
=2w, for resonant transport is in agreement with previous
studies (Refs. 24 and 62). However at the moment there is no
satisfactory physical explanation for the absence of such a
feature at V=2w,. We postulate that such an absence may be
due to the partial resummation of the electron-phonon dia-
grams in the many-body Green’s functions. As we have al-
ready shown in Ref. 49, higher-order diagrams for the inter-
action (beyond Hartree-Fock/Born approximation) play a
very important role in correctly describing the properties of
the electron-phonon coupled system, even at intermediate
electron-phonon couplings.

IV. CONCLUSIONS

In this paper, we have readdressed the problem of the
breakdown of Landauer-like approaches for electronic trans-
port in the presence of many-body interactions. Starting from
the original work of Meir and Wingreen,'> we have once
more expressed the current as the sum of a Landauer-like
expression (/') involving the concept of single-particle
transmission probabilities plus a non-Landauer-like term
arising from the nonequilibrium many-body effects. We have
further developed our theoretical framework to show that the
interaction in the central scattering region renormalizes not
only the nonequilibrium Green’s functions but also the cou-
pling at the contacts between the central region and the leads.
We have hence obtained a new form of generalized
Landauer-like formula for the current, Egs. (8)-(10), in a
similar way to Refs. 16, 17, 19, and 20. However our result
for the dynamical functional that renormalizes the coupling
at the contacts is more general than the Ng ansatz?! used in
Refs. 16, 17, 19, and 20. Moreover our result does not im-
pose any constraints on the statistical properties of the non-
equilibrium interacting central region.

We have then applied our theoretical framework to a
model system of electron-vibron interacting nanojunction.
We have analyzed in detail the domain of validity of
Landauer-like approaches, i.e., without renormalization of
the contacts, to describe the conductance and the IETS of
such a nonequilibrium many-body interacting system.

Our results confirm that generally Landauer-like ap-
proaches are not adequate to describe the transport properties
of such interacting systems for the whole range of applied
biases (linear to highly nonlinear regime) and for all the
transport regimes (good, metallic-like to mediocre, insulator-
like conductors). In general, the correct transport properties
are only obtained from exact nonequilibrium many-body
Green’s function calculations. However, there exist a certain
number of conditions in which a Landauer-like approach can
reproduce fairly well either the conductance or the IETS sig-
nal. For example, renormalization of the Green’s functions in
a Landauer-like approach is already sufficient to account
qualitatively for the inelastic features in the IETS signal for
the resonant transport regime, i.e., I' gives features at w, in
the IETS signal. However this is not the case for the off-
resonant transport regime, for which the Landauer-like cur-
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rent J--

signal.

Finally, we believe that higher-order diagrams, as studied
in Ref. 49, may change the detailed features of the IETS
signal, especially for higher energy excitations. However, the
accuracy to/with which the Green’s functions are calculated
(Born approximation/Hartree-Fock or beyond) does not alter
the main conclusions of our work concerning the applicabil-
ity of Landauer-like current formula versus exact derivation
of the current.

fails to reproduce the inelastic features in the IETS
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APPENDIX A: RELATIONSHIPS BETWEEN
GREEN’S FUNCTIONS

In order to keep the formalism simple, let us first consider
that the Green’s functions and the corresponding self-
energies are simply complex functions of w, i.e., we are deal-
ing with an interacting central region containing only one
site/one electronic level (SSSM model).

When the system is at equilibrium (f, =fz=/%9), the lesser
(greater) Green’s function is related to the advanced and re-
tarded Green’s functions,

G w) == fYw) ["Uw)-G"Yw)] (Al)

and
G w) == [fYw) - 1] [G"Yw)-G"(w)].
(A2)

These relationships are at the center of the fluctuation-
dissipation theorem for equilibrium. They can also be recast
as follows:

G>,eq(w) - e(w—,u,o)/kTG<,eq(w) (A3)

and they then define a relationship between the greater and
lesser Green’s functions for statistical averages in the grand
canonical ensemble at finite temperature (the so-called
Kubo-Martin-Schwinger boundary conditions3*~%). Similar
relationships also exist for the self-energies 2 <~" (see, for
example, Ref. 63).

For nonequilibrium conditions, there is no unique Fermi
level at finite bias (or no unique temperature if 7; # T) in
the whole system, and the relationships given above by Egs.
(A1)—(A3) no longer hold. This is an important feature of the
nonequilibrium formalism for which conventional equilib-
rium statistics need to be reformulated.®* However, the self-
consistent calculations of the Green’s functions and self-
energies in the nonequilibrium case permit us to define new
nonequilibrium distributions. For example, the nonequilib-
rium distribution fN¥(w) is defined from the Green’s func-
tions as follows:

G~ (w) == H(w)[G'(0) - GY(w)].

This definition is reminiscent of the so-called Kadanoft-
Baym ansatz which has been generalized to the nonequilib-

(A4)
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rium conditions and to the time representation of the Green’s
functions (see, for example, Refs. 65 and 66). Similarly, we
also define the nonequilibrium distribution fi(w) from the
interaction self-energies as follows:

@) == fid (@[ (0) - I, ()],

There is no a priori reason for these two nonequilibrium
distribution functions to be equal to each other at nonequi-
librium. Both distribution functions contain information
about both the nonequilibrium and the many-body interac-
tion effects in the system®%7 However, at equilibrium, these
distribution functions are as expected equal to each other and
to the conventional Fermi-Dirac equilibrium statistics f\©

int _fe d

As an example, the nonequilibrium distribution function

NE(w) for a noninteracting system® is given by the
weighted averaged of f; x by the coupling at each contact

(AS)

l_‘L,R’

r + r

ng(w)sz(w) L(w) fR(‘U) R(w).
I (o) + T'p(w)

The asymptotic values of distribution functions are de-

fined from behavior of the Green’s functions and self-
energies at large w, and follow the conventional statistics,

) = fin (@) =5 (@) = (@) = [(0)

(A6)

= 1 s w— — 0

=0, w—+».

At equilibrium, one recovers the equilibrium statistics for
any distribution function fg’E= fed

Now, we can generalize our formalism to central regions

containing several electronic states. The distribution func-

tions then become matrices f (Refs. 13, 45, and 69) with
elements f,,, given by

== 2 fnl(XIrm - ?m) s
1

(A7)

(A8)

where X is either a Green’s function G or a self-energy 2,
and the indices n,m are appropriate indices to label the elec-
tronic states of the central region.

APPENDIX B: THE Ng ANSATZ

Here again, we consider in the following mathematical
developments that the Green’s functions and the self-
energies are simply complex functions. Extension to matrices
is rather straightforward but must be done with care using
the notations and definitions given in the main text and in
Appendix A.

Using the definition of £ (w),

Eiit("") =~ Jint (w)[zmt w) = 2mt w)]

(@[ Zin (@) -2 ()], (B1)

and the fact that fa(w)=—i2L<(w)/FL(w), we find after more
formal manipulations that the renormalization functional
A(w) [Eq. (10)] can be re-expressed as

PHYSICAL REVIEW B 82, 085426 (2010)

S (@) (w) -3] (w)Emt(w)
3 (@) p(@) =25 (o) ()

After noticing that 3, Tp=3 T =133 —i% 3z We
can finally obtain a compact form for A(w)

3 (@027 (0) -3 (0) 37 (w)
2 (@3 (@) =20 ()3 pw)

which is another way of expressing the important result of
this paper given in Eq. (10).

Now we are going to relate our principal results to previ-
ous studies using the Ng ansatz.!°2! The Ng ansatz, devel-
oped to study the Anderson model out of equilibrium,'*-! is
based on using an apparently more convenient way to ex-
press the full lesser (greater) self-energy in terms of the
lesser (greater) self-energy for the noninteracting system,

Alw)=1+1

(B2)

Aw) =

(B3)

357(w) =350 (0)A(w),

where 3*=37 p+3% and 3], =37 +3% and A is a dynami-
cal “renormalization” quantity, to be determined from the
condition 3~ -3<=3"-34 We will show below that this
ansatz actually implies strong constraints on the statistics on
the nonequilibrium interacting systems.

By using the Ng ansatz to express the lesser and greater
self-energies 2=~ (w) in Eq. (B3), one can easily see that our

renormalization functional A(w) given by Eq. (B3) is just

(B4)

equal to the dynamical quantity A(w) of the Ng ansatz:

A(w)=A(w). We then recover all the expressions for the cur-
rent previously derived in Refs. 16, 17, and 19-21 from our
main results Egs. (8)—(10).

However, the Ng ansatz presents some intrinsic limita-
tions. To prove this, it is sufficient to calculate the nonequi-
librium distribution function ff\]t within the Ng ansatz. Start-
ing from the definition of ffl (w), i.e.,

fid (@) = =35 (0)/[2],(0) = 3 ()], (BS)
it is straightforward to show that ff\'t is then given by
NE(,) = 3 p(@)(A(w) - 1)
R )
_ JL@)l (@) + fr()] k(@) _ NE
T @ @ ®O

the nonequilibrium distribution function for the noninteract-
ing system.

Just to confirm the consistency of our derivations, if we
use the above result fﬁf(m) = f{(;lE(w) in the definition of our
renormalization functional A(w) given by Eq. (10) and the
Ng ansatz for 3537, ie., S (0)=3 7% (w)(Alw)-1), we
find again and consistently that A(w)=1+[A(w)-1]=A(w),
as expected.

However we have found® that the condition far(w)
= f{(;’E(w) implies necessarily that fNE(w)= f{g’E(w). In other
terms, the Ng ansatz implies that the full nonequilibrium
distribution fNF of the interacting system, as well as £)r, are
equal to the nonequilibrium distribution function for the non-
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interacting system. This is a condition that is in contradiction
with the fact that both distribution functions should simulta-
neously include both the nonequilibrium effects and the
many-body interaction effects. In fact fN*(w) is a functional
of both nonequilibrium distribution functions of the nonin-
teracting system fONE(w) and of the many-body interaction
NE( | 64,67

f int (w)

Hence we conclude that our expression for the renormal-
ization of the coupling at the contact A(w) given by Eq. (10)
is more general than the definition used in the Ng ansatz. The
latter is not taking fully into account the interaction effects at
nonequilibrium. It actually corresponds to a lowest-order ex-
pansion of the full nonequilibrium distribution in terms of
only the nonequilibrium distribution function of the nonin-
teracting system®’ or in other words, the Ng ansatz considers
that the statistics of the interacting central region is domi-
nated by that of the noninteracting leads at nonequilibrium,

PHYSICAL REVIEW B 82, 085426 (2010)

and that the interaction effects in the central region do not
affect its nonequilibrium statistics.

Finally we would like to mention that it is however
possible to recover the Ng ansatz from our results in the limit
of low-energy scales,®” i.e., when (w—pu,) ~0 and then
exp(w—pu,)/ kT~ 1. This implies that although approximate,
the Ng ansatz might be good enough to describe low-energy
excitations like, for example, the Kondo effect in correlated
electron systems, which gives a sharp feature in the spectral
density around the Fermi level at equilibrium or split Kondo
peaks around the leads’ Fermi levels at nonequilibrium.”®
However, such an ansatz will most probably fail to describe
systems for which the interaction (electron-phonon, electron-
plasmon) is restricted on an energy scale defined by the pho-
non (plasmon) frequency, which is finite and not necessarily
small.#%-67

*hn506@york.ac.uk
I'R. Landauer, Philos. Mag. 21, 863 (1970).

>M. Brandbyge, J.-L. Mozos, P. Ordején, J. Taylor, and K. Stok-
bro, Phys. Rev. B 65, 165401 (2002).

3E. Louis, J. A. Vergés, J. J. Palacios, A. J. Pérez-Jiménez, and E.
SanFabién, Phys. Rev. B 67, 155321 (2003).

4K. Hirose and M. Tsukada, Phys. Rev. Lett. 73, 150 (1994).

SM. Di Ventra, S. T. Pantelides, and N. D. Lang, Phys. Rev. Lett.
84, 979 (2000).

6J. Taylor, H. Guo, and J. Wang, Phys. Rev. B 63, 245407 (2001).

7M. B. Nardelli, J.-L. Fattebert, and J. Bernholc, Phys. Rev. B 64,
245423 (2001).

8R. Gutierrez, G. Fagas, G. Cuniberti, F. Grossmann, R. Schmidt,
and K. Richter, Phys. Rev. B 65, 113410 (2002).

9T. Frauenheim, G. Seifert, M. Elstner, T. Niehaus, C. Kohler, M.
Amkreutz, M. Sternberg, Z. Hajnal, A. D. Carlo, and S. Suhai, J.
Phys.: Condens. Matter 14, 3015 (2002).

10, Xue and M. A. Ratner, Phys. Rev. B 68, 115406 (2003).

K. S. Thygesen, M. V. Bollinger, and K. W. Jacobsen, Phys. Rev.
B 67, 115404 (2003).

12V, M. Garcia-Sudrez, A. R. Rocha, S. W. Bailey, C. J. Lambert,
S. Sanvito, and J. Ferrer, Phys. Rev. B 72, 045437 (2005).

13Y. Meir and N. S. Wingreen, Phys. Rev. Lett. 68, 2512 (1992).

4G, Vignale and M. DiVentra, Phys. Rev. B 79, 014201 (2009).

SH. Haug and A. P. Jauho, Quantum Kinetics in Transport and
Optics of Semi-conductors (Springer-Verlag, Berlin, 1996).

16 A, Ferretti, A. Calzolari, R. Di Felice, F. Manghi, M. J. Caldas,
M. Buongiorno Nardelli, and E. Molinari, Phys. Rev. Lett. 94,
116802 (2005).

17 A. Ferretti, A. Calzolari, R. DiFelice, and F. Manghi, Phys. Reyv.
B 72, 125114 (2005).

18y, Imry, O. Entin-Wohlman, and A. Aharony, Europhys. Lett.
72, 263 (2005).

I9N. Sergueev, Q.-f. Sun, H. Guo, B. G. Wang, and J. Wang, Phys.
Rev. B 65, 165303 (2002).

20p. Zhang, Q.-K. Xue, Y. P. Wang, and X. C. Xie, Phys. Rev. Lett.
89, 286803 (2002).

2IT-K. Ng, Phys. Rev. Lett. 76, 487 (1996).

22p. Myohinen, A. Stan, G. Stefanucci, and R. van Leeuwen, Phys.
Rev. B 80, 115107 (2009).

23T. Mii, S. G. Tikhodeev, and H. Ueba, Phys. Rev. B 68, 205406
(2003).

24T. Frederiksen, M. Brandbyge, N. Lorente, and A. P. Jauho,
Phys. Rev. Lett. 93, 256601 (2004).

M. Galperin, M. A. Ratner, and A. Nitzan, J. Chem. Phys. 121,
11965 (2004).

26 A. Mitra, 1. Aleiner, and A. J. Millis, Phys. Rev. B 69, 245302
(2004).

2T A. Pecchia and A. di Carlo, Rep. Prog. Phys. 67, 1497 (2004).

7. 7. Chen, R. Lii, and B. F. Zhu, Phys. Rev. B 71, 165324
(2005).

D. A. Ryndyk and J. Keller, Phys. Rev. B 71, 073305 (2005).

30N. Sergueev, D. Roubtsov, and H. Guo, Phys. Rev. Lett. 95,
146803 (2005).

3y K. Viljas, J. C. Cuevas, F. Pauly, and M. Hifner, Phys. Rev. B
72, 245415 (2005).

32T. Yamamoto, K. Watanabe, and S. Watanabe, Phys. Rev. Lett.
95, 065501 (2005).

33 A. Cresti, G. Grosso, and G. P. Parravicini, J. Phys.: Condens.
Matter 18, 10059 (2006).

341, de 1a Vega, A. Martin-Rodero, N. Agrait, and A. Levy Yeyati,
Phys. Rev. B 73, 075428 (2006).

3R. van Leeuwen, N. E. Dahlen, G. Stefanucci, C.-O. Almbladh,
and U. von Barth, Lect. Notes Phys. 706, 33 (2006).

36R. Egger and A. O. Gogolin, Phys. Rev. B 77, 113405 (2008).

37M. Brandbyge, M. R. Sgrensen, and K. W. Jacobsen, Phys. Rev.
B 56, 14956 (1997).

3M. Paulsson and M. Brandbyge, Phys. Rev. B 76, 115117
(2007).

L. Keldysh, Sov. Phys. JETP 20, 1018 (1965).

40R. A. Craig, J. Math. Phys. 9, 605 (1968).

417, Rammer, Quantum Field Theory of Non-Equilibrium States
(Cambridge University Press, Cambridge, 2007).

42M. Wagner, Phys. Rev. B 44, 6104 (1991).

D, Semkat, D. Kremp, and M. Bonitz, Phys. Rev. E 59, 1557
(1999).

085426-11


http://dx.doi.org/10.1080/14786437008238472
http://dx.doi.org/10.1103/PhysRevB.65.165401
http://dx.doi.org/10.1103/PhysRevB.67.155321
http://dx.doi.org/10.1103/PhysRevLett.73.150
http://dx.doi.org/10.1103/PhysRevLett.84.979
http://dx.doi.org/10.1103/PhysRevLett.84.979
http://dx.doi.org/10.1103/PhysRevB.63.245407
http://dx.doi.org/10.1103/PhysRevB.64.245423
http://dx.doi.org/10.1103/PhysRevB.64.245423
http://dx.doi.org/10.1103/PhysRevB.65.113410
http://dx.doi.org/10.1088/0953-8984/14/11/313
http://dx.doi.org/10.1088/0953-8984/14/11/313
http://dx.doi.org/10.1103/PhysRevB.68.115406
http://dx.doi.org/10.1103/PhysRevB.67.115404
http://dx.doi.org/10.1103/PhysRevB.67.115404
http://dx.doi.org/10.1103/PhysRevB.72.045437
http://dx.doi.org/10.1103/PhysRevLett.68.2512
http://dx.doi.org/10.1103/PhysRevB.79.014201
http://dx.doi.org/10.1103/PhysRevLett.94.116802
http://dx.doi.org/10.1103/PhysRevLett.94.116802
http://dx.doi.org/10.1103/PhysRevB.72.125114
http://dx.doi.org/10.1103/PhysRevB.72.125114
http://dx.doi.org/10.1209/epl/i2005-10217-9
http://dx.doi.org/10.1209/epl/i2005-10217-9
http://dx.doi.org/10.1103/PhysRevB.65.165303
http://dx.doi.org/10.1103/PhysRevB.65.165303
http://dx.doi.org/10.1103/PhysRevLett.89.286803
http://dx.doi.org/10.1103/PhysRevLett.89.286803
http://dx.doi.org/10.1103/PhysRevLett.76.487
http://dx.doi.org/10.1103/PhysRevB.80.115107
http://dx.doi.org/10.1103/PhysRevB.80.115107
http://dx.doi.org/10.1103/PhysRevB.68.205406
http://dx.doi.org/10.1103/PhysRevB.68.205406
http://dx.doi.org/10.1103/PhysRevLett.93.256601
http://dx.doi.org/10.1063/1.1814076
http://dx.doi.org/10.1063/1.1814076
http://dx.doi.org/10.1103/PhysRevB.69.245302
http://dx.doi.org/10.1103/PhysRevB.69.245302
http://dx.doi.org/10.1088/0034-4885/67/8/R04
http://dx.doi.org/10.1103/PhysRevB.71.165324
http://dx.doi.org/10.1103/PhysRevB.71.165324
http://dx.doi.org/10.1103/PhysRevB.71.073305
http://dx.doi.org/10.1103/PhysRevLett.95.146803
http://dx.doi.org/10.1103/PhysRevLett.95.146803
http://dx.doi.org/10.1103/PhysRevB.72.245415
http://dx.doi.org/10.1103/PhysRevB.72.245415
http://dx.doi.org/10.1103/PhysRevLett.95.065501
http://dx.doi.org/10.1103/PhysRevLett.95.065501
http://dx.doi.org/10.1088/0953-8984/18/44/006
http://dx.doi.org/10.1088/0953-8984/18/44/006
http://dx.doi.org/10.1103/PhysRevB.73.075428
http://dx.doi.org/10.1007/3-540-35426-3_3
http://dx.doi.org/10.1103/PhysRevB.77.113405
http://dx.doi.org/10.1103/PhysRevB.56.14956
http://dx.doi.org/10.1103/PhysRevB.56.14956
http://dx.doi.org/10.1103/PhysRevB.76.115117
http://dx.doi.org/10.1103/PhysRevB.76.115117
http://dx.doi.org/10.1063/1.1664616
http://dx.doi.org/10.1103/PhysRevB.44.6104
http://dx.doi.org/10.1103/PhysRevE.59.1557
http://dx.doi.org/10.1103/PhysRevE.59.1557

NESS, DASH, AND GODBY

4“D. Semkat, D. Kremp, and M. Bonitz, J. Math. Phys. 41, 7458
(2000).

$G. Stefanucci and C.-O. Almbladh, Phys. Rev. B 69, 195318
(2004).

46N. Lorente and M. Persson, Phys. Rev. Lett. 85, 2997 (2000).

47Y. C. Chen, M. Zwolak, and M. di Ventra, Nano Lett. 4, 1709
(2004).

4Y. C. Chen, M. Zwolak, and M. di Ventra, Nano Lett. 5, 621
(2005).

L. K. Dash, H. Ness, and R. W. Godby, J. Chem. Phys. 132,
104113 (2010).

SR. A. English, S. G. Davison, Z. L. Miskovic, and F. O. Good-
man, J. Phys.: Condens. Matter 10, 4423 (1998).

>1S. Datta, W. D. Tian, S. H. Hong, R. Reifenberger, J. 1. Hender-
son, and C. P. Kubiak, Phys. Rev. Lett. 79, 2530 (1997).

2M. Galperin, M. A. Ratner, and A. Nitzan, Nano Lett. 4, 1605
(2004).

3 A. Pecchia, A. di Carlo, A. Gagliardi, S. Sanna, T. Frauenhein,
and R. Gutierrez, Nano Lett. 4, 2109 (2004).

L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics
(W.A. Benjamin, New York, 1962).

55G. Baym, Phys. Rev. 127, 1391 (1962).

36@G. Strinati, Riv. Nuovo Cimento 11, 1 (1988).

PHYSICAL REVIEW B 82, 085426 (2010)

3IN.-H. Kwong and M. Bonitz, Phys. Rev. Lett. 84, 1768 (2000).

38 A. Oguri, . Phys. Soc. Jpn. 66, 1427 (1997).

9P, S. Cornaglia, H. Ness, and D. R. Grempel, Phys. Rev. Lett.
93, 147201 (2004).

%H. Ness, J. Phys.: Condens. Matter 18, 6307 (2006).

6IM. Paulsson, T. Frederiksen, and M. Brandbyge, Phys. Rev. B
72, 201101 (2005).

62T, Frederiksen, M. Paulsson, M. Brandbyge, and A.-P. Jauho,
Phys. Rev. B 75, 205413 (2007).

638. G. Jakobs, M. Pletyukhov, and H. Schoeller, J. Phys. A: Math.
Theor. 43, 103001 (2010).

4S. Hershfield, Phys. Rev. Lett. 70, 2134 (1993).

5P, Lipavsky, V. Spitka, and B. Velicky, Phys. Rev. B 34, 6933
(1986).

%R, Velicky, A. Kalvov4, and V. Spicka, J. Phys.: Conf. Ser. 35, 1
(2006).

67H. Ness, L. K. Dash, and R. W. Godby (unpublished).

683, Hershfield, J. H. Davies, and J. W. Wilkins, Phys. Rev. Lett.
67, 3720 (1991).

G. Stefanucci and C.-O. Almbladh, Europhys. Lett. 67, 14
(2004).

70Y. Meir, N. S. Wingreen, and P. A. Lee, Phys. Rev. Lett. 70,
2601 (1993).

085426-12


http://dx.doi.org/10.1063/1.1286204
http://dx.doi.org/10.1063/1.1286204
http://dx.doi.org/10.1103/PhysRevB.69.195318
http://dx.doi.org/10.1103/PhysRevB.69.195318
http://dx.doi.org/10.1103/PhysRevLett.85.2997
http://dx.doi.org/10.1021/nl0490927
http://dx.doi.org/10.1021/nl0490927
http://dx.doi.org/10.1021/nl047899t
http://dx.doi.org/10.1021/nl047899t
http://dx.doi.org/10.1063/1.3339390
http://dx.doi.org/10.1063/1.3339390
http://dx.doi.org/10.1088/0953-8984/10/20/010
http://dx.doi.org/10.1103/PhysRevLett.79.2530
http://dx.doi.org/10.1021/nl049319y
http://dx.doi.org/10.1021/nl049319y
http://dx.doi.org/10.1021/nl048841h
http://dx.doi.org/10.1103/PhysRev.127.1391
http://dx.doi.org/10.1103/PhysRevLett.84.1768
http://dx.doi.org/10.1143/JPSJ.66.1427
http://dx.doi.org/10.1103/PhysRevLett.93.147201
http://dx.doi.org/10.1103/PhysRevLett.93.147201
http://dx.doi.org/10.1088/0953-8984/18/27/014
http://dx.doi.org/10.1103/PhysRevB.72.201101
http://dx.doi.org/10.1103/PhysRevB.72.201101
http://dx.doi.org/10.1103/PhysRevB.75.205413
http://dx.doi.org/10.1088/1751-8113/43/10/103001
http://dx.doi.org/10.1088/1751-8113/43/10/103001
http://dx.doi.org/10.1103/PhysRevLett.70.2134
http://dx.doi.org/10.1103/PhysRevB.34.6933
http://dx.doi.org/10.1103/PhysRevB.34.6933
http://dx.doi.org/10.1088/1742-6596/35/1/001
http://dx.doi.org/10.1088/1742-6596/35/1/001
http://dx.doi.org/10.1103/PhysRevLett.67.3720
http://dx.doi.org/10.1103/PhysRevLett.67.3720
http://dx.doi.org/10.1209/epl/i2004-10043-7
http://dx.doi.org/10.1209/epl/i2004-10043-7
http://dx.doi.org/10.1103/PhysRevLett.70.2601
http://dx.doi.org/10.1103/PhysRevLett.70.2601

